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RESOLVENT ESTIMATES FOR ELLIPTIC SYSTEMS IN
FUNCTION SPACES OF HIGHER REGULARITY

ROBERT DENK, MICHAEL DREHER

Abstract. We consider parameter-elliptic boundary value problems and uni-
form a priori estimates in Lp-Sobolev spaces of Bessel potential and Besov
type. The problems considered are systems of uniform order and mixed-order
systems (Douglis-Nirenberg systems). It is shown that compatibility condi-
tions on the data are necessary for such estimates to hold. In particular, we
consider the realization of the boundary value problem as an unbounded oper-
ator with the ground space being a closed subspace of a Sobolev space and give
necessary and sufficient conditions for the realization to generate an analytic
semigroup.

1. Introduction

The aim of this paper is to establish resolvent estimates for parameter-elliptic
boundary value problems in Lp-Sobolev spaces of higher order. A priori estimates
involving parameter-dependent norms for parameter-elliptic or parabolic systems
are known since long; classical works are, e.g., Agmon [1], Agranovich-Vishik [2] for
scalar equations, and Geymonat-Grisvard [11], Roitberg-Sheftel [17] for systems.
Further results on the Lp-theory for mixed-order systems were obtained, e.g., by
Faierman [9]. For pseudodifferential boundary value problems, we refer to the
parameter-dependent calculus developed by Grubb [12].

Parameter-dependent a priori estimates are motivated by their connection to
operator theory: In the ground space Lp, the estimate immediately implies a uni-
form resolvent estimate for the Lp-realization of the boundary value problem. In
particular, if the sector of parameter-ellipticity is large enough, i.e., if the problem
is parabolic in the sense of Petrovskii, then the operator generates an analytic semi-
group in Lp. Moreover, spectral properties and completeness of eigenfunctions can
be obtained, see Denk-Faierman-Möller [6] and Faierman-Möller [10]. If the equa-
tion is given in the whole space, we obtain the generation of an analytic semigroup
in the whole scale of Sobolev spaces. In fact, the operator even admits a bounded
H∞-calculus which was shown for general mixed-order systems of pseudodifferential
operators in Denk-Saal-Seiler [8].
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Consider the boundary value problem

(A− λ)u = f, in Ω,

Bju = gj , on ∂Ω, j = 1, . . . ,M,
(1.1)

in a bounded smooth domain Ω ⊂ Rd. Here A is a system of differential operators,
and the Bj form a vector of differential operators, and the number M of boundary
conditions is determined by the order and the dimension of the system A (see below
for details). In the present paper we study the question under which additional
(compatibility) assumptions on the right-hand side this boundary value problem
has a unique solution satisfying uniform (in λ) a priori estimates. In particular,
for s ≥ 0 and 1 < p < ∞ let us consider a closed linear subspace Y of the Sobolev
space W s

p (Ω) as a ground space and define the realization of (1.1) as an unbounded
operator A in Y with domain D(A) := {v ∈ Y : Av ∈ Y, Bjv = 0, j = 1, . . . ,M}.
In the particular case s = 0, the parameter-elliptic theory mentioned above yields
the generation of an analytic semigroup in Lp(Ω), provided the sector of parameter-
ellipticity is large enough. For s > 0, however, the situation is more complicated.
As an example, one may consider the Dirichlet-Laplacian ∆D in Y = W 1

p (Ω) with
domain D(∆D) = {u ∈ W 3

p (Ω): u|∂Ω = 0}. This operator does not generate an
analytic semigroup in Y ; in fact, its resolvent decays as |λ|−1/2−1/2p as |λ| → ∞
(see Nesensohn [16]). Roughly speaking, additional compatibility conditions have
to be incorporated into the basic space Y in order to obtain a decay of |λ|−1.

Therefore, the question is to find equivalent conditions on Y for which A gener-
ates an analytic semigroup on Y . This question is fully answered by Theorem 3.7
below, originating from a general criterion for the validity of a broad range of resol-
vent estimates in Theorem 3.3. We also study compatibility conditions for which
the problem with inhomogeneous boundary data (1.1) is uniquely solvable with
suitable a priori estimate for the solution. As a ground space, we consider sub-
spaces of integer or non-integer Sobolev spaces both of Besov type and of Bessel
potential type.

The question of generation of an analytic semigroup for parabolic equations was
also studied by Guidetti [13] where higher order scalar equations are considered.
Writing such an equation as a first order system, in [13] necessary and sufficient con-
ditions for the unique solvability of the non-stationary problem are given. Roughly
speaking, in [13] the author observes that the order of the boundary operators has
to be sufficiently large. This coincides with our conditions as in this case the trace
conditions given in Theorem 3.7 are empty. Whereas the equations in [13] have
more general coefficients, the mixed-order system is of special structure (arising
from a higher order equation), and the basic space is fixed. Our paper considers
general mixed-order systems and the whole scale of Sobolev spaces.

2. Notation and auxiliary results

Let Ω be a bounded domain in Rd, d ≥ 2, with boundary Γ = ∂Ω ∈ C∞.
The Besov spaces are denoted by Bs

p,q(Ω), for s ∈ R and 1 ≤ p, q ≤ ∞, and the
Bessel potential spaces are called Hs

p(Ω), for s ∈ R and 1 < p < ∞. Then the
Sobolev(–Slobodecky) spaces are

W s
p =

{
Hs

p , s ∈ N0,

Bs
pp, s 6∈ N0,
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with s ∈ [0,∞) and 1 < p < ∞.
In this article, Ks

p(Ω) shall mean everywhere either the Bessel potential space
Hs

p(Ω), or one of the Besov spaces Bs
p,q(Ω), 1 < q < ∞. Here s ∈ R and 1 < p < ∞.

For s > 1/p, we define the space Ks−1/p
p;Γ of traces of functions from Ks

p(Ω) at the
boundary Γ = ∂Ω:

Ks−1/p
p,Γ :=

{
B

s−1/p
p,q (∂Ω), Ks

p(Ω) = Bs
p,q(Ω),

B
s−1/p
p,p (∂Ω), Ks

p(Ω) = Hs
p(Ω).

To simplify later formulae, we set K0
p,Γ := Lp(Ω), although this is not the space

of traces of functions from H
1/p
p (Ω) or B

1/p
p,q (Ω), except when q = 1. The trace

operator on ∂Ω, mapping functions from C∞(Ω) to their boundary values, is called
γ0.

We will write [·, ·]θ for the complex interpolation method, and (·, ·)θ,q for the real
interpolation method, where 0 ≤ θ ≤ 1 and 1 ≤ q ≤ ∞. Then ∂α

x maps continuously
from Ks

p(Ω) into Ks−|α|
p (Ω), for all s ∈ R and all p ∈ (1,∞), and {Ks

p(Ω)}s∈R forms
an interpolation scale with respect to the complex interpolation method:

[Ks0
p (Ω),Ks1

p (Ω)]θ = Ksθ
p (Ω), sθ = (1− θ)s0 + θs1, 0 ≤ θ ≤ 1.

We will also make free use of the following: if a Banach space Xθ is an interpolation
space of the pair (X0, X1) of order θ, then

%1−θ‖f‖θ ≤ C(‖f‖1 + %‖f‖0), % ∈ R+, f ∈ X0 ∩X1.

For detailed representations of the theory of function spaces, we refer the reader to
Bergh-Löfström [3] and Triebel [18].

Lemma 2.1. Suppose 0 ≤ σ0 < 1/p < σ1. Then we have the estimates

%1−θ‖γ0u‖Lp(∂Ω) ≤ C
(
‖u‖Kσ1

p (Ω) + %‖u‖Kσ0
p (Ω)

)
, θ =

1/p− σ0

σ1 − σ0
, (2.1)

%1−θ‖γ0u‖Lp(∂Ω) ≤ C
(
‖u‖B

σ1
p,q(Ω) + %‖u‖Lp(Ω)

)
, θ =

1
pσ1

, (2.2)

for all u ∈ Kσ1
p (Ω) and all % ∈ [1,∞).

Proof. In [18, Theorem 4.7.1], we find γ0 ∈ L (B1/p
p,1 (Ω), Lp(∂Ω)), hence we conclude

that

‖γ0u‖Lp(∂Ω) ≤ C‖u‖
B

1/p
p,1 (Ω)

.

Now we have, for the above σ0, σ1,(
Bσ0

p,q(Ω), Bσ1
p,q(Ω)

)
θ,1

=
(
Hσ0

p (Ω),Hσ1
p (Ω)

)
θ,1

= B
1/p
p,1 (Ω), θ =

1/p− σ0

σ1 − σ0
,

which brings us (2.1). And (2.2) follows from

B0
p,min(2,p)(Ω) ↪→ Lp(Ω) ↪→ B0

p,max(2,p)(Ω)

and the interpolation identity (B0
p,r(Ω), Bσ1

p,q(Ω))θ,1 = B
1/p
p,1 (Ω) for r ∈ {2, p}. �
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3. Main results

3.1. Systems of uniform order. First, let A = (ajk(x,Dx))j,k=1,...,N be a matrix
differential operator with ord ajk ≤ m for all j, k. The coefficients of ajk are smooth
on a neighborhood of Ω. If A is a parameter-elliptic matrix differential operator in
Ω, then mN ∈ 2N, see Agranovich and Vishik [2]. Next let us be given differential
operators Bj = Bj(x,Dx) for j = 1, . . . ,mN/2, with ordBj = rj ≤ m − 1. For
λ from a sector L ⊂ C with vertex at the origin, we consider the boundary value
problem

(A− λ)u = f, in Ω,

γ0Bju = gj , on ∂Ω, j = 1, . . . ,mN/2,
(3.1)

and its variant with homogeneous boundary data:

(A− λ)u = f, in Ω,

γ0Bju = 0, on ∂Ω, j = 1, . . . ,mN/2.
(3.2)

We suppose that the operators (A,B1, . . . , BmN/2) constitute a parameter-elliptic
boundary value problem on Ω in the open sector L.

Proposition 3.1. Let u be any function from Ks+m
p (Ω) with s ∈ [0,∞) but s 6∈

N + 1/p, and take λ ∈ C arbitrarily. Define f and gj by the right-hand sides of
(3.1). Then we have the inequality

‖f‖Ks
p(Ω) +

mN/2∑
j=1

(
‖gj‖Ks+m−rj−1/p

p,Γ

+ |λ|1+ 1
m min(s−rj−1/p,0)‖gj‖Kmax(s−rj−1/p,0)

p,Γ

)
≤ C

(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω)

)
,

with some constant C independent of u and λ.

Proof. We clearly have the estimates

‖f‖Ks
p(Ω) ≤ C

(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω)

)
,

‖gj‖Ks+m−rj−1/p

p,Γ

≤ C‖u‖Ks+m
p (Ω),

and now it suffices to establish the inequalities

|λ|‖gj‖Ks−rj−1/p

p,Γ

≤ C|λ|‖u‖Ks
p(Ω), (s− rj − 1/p > 0), (3.3)

|λ|1+ 1
m (s−rj−1/p)‖gj‖Lp(∂Ω)

≤ C
(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω)

)
, (s− rj − 1/p < 0).

(3.4)

For 0 < s− rj − 1/p 6∈ N, we have

‖gj‖Ks−rj−1/p

p,Γ

= ‖γ0Bju‖Ks−rj−1/p

p,Γ

≤ C‖Bju‖Ks−rj
p (Ω)

≤ C‖u‖Ks
p(Ω),

as claimed in (3.3). Concerning (3.4) in the case of s ≤ rj , we write

1 +
1
m

(
s− rj −

1
p

)
=

s + m− rj

m
·
(
1− 1

p(s + m− rj)
)
, % := |λ|

s+m−rj
m ,

and use Lemma 2.1:

|λ|1+ 1
m (s−rj−1/p)‖gj‖Lp(∂Ω) = %1−(p(s+m−rj))

−1
‖γ0Bju‖Lp(∂Ω)
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≤ C
(
‖Bju‖Ks+m−rj

p (Ω)
+ %‖Bju‖K0

p(Ω)

)
≤ C

(
‖u‖Ks+m

p (Ω) + |λ|
s+m−rj

m ‖u‖Krj
p (Ω)

)
.

Exploiting now s ≤ rj , we can interpolate:

|λ|
s+m−rj

m ‖u‖Krj
p (Ω)

≤ C
(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω)

)
,

which is what we wanted to show. And for (3.4) in the case of rj < s < rj + 1/p,
we take σ1 = s+m− rj , σ0 = s− rj < 1/p, % = |λ|, and then θ from (2.1) becomes
θ = −(s− rj − 1/p)/m, which brings us to

|λ|1−θ‖γ0Bju‖Lp(∂Ω) ≤ C
(
‖Bju‖Ks+m−rj

p (Ω)
+ |λ|‖Bju‖Ks−rj

p (Ω)

)
.

Then (3.4) quickly follows. �

Consequently, the norms of the given functions f and gj appearing in the next
result are the natural ones, and also the exponents of |λ| are natural.

Theorem 3.2. Let (3.1) be parameter-elliptic in L, and suppose that f and the gj

are such that all solutions u to (3.1) enjoy the following estimate for all λ ∈ L with
large |λ|:

‖u‖Ks+m
p (Ω) + |λ|‖u‖Ks

p(Ω)

≤ C‖f‖Ks
p(Ω) + C

mN/2∑
j=1

(
‖gj‖Ks+m−rj−1/p

p,Γ

+ |λ|1+ 1
m min(s−rj−1/p,0)‖gj‖Kmax(s−rj−1/p,0)

p,Γ

)
,

for some s ∈ [0,∞) and 1 < p < ∞. Then gj ≡ 0 for all j with rj < s− 1/p.

Proof. From u ∈ Ks+m
p (Ω) we obtain BjAu ∈ Ks−rj

p (Ω), which admits traces on
∂Ω. We then have from Lemma 2.1,

|λ| · |λ|
s−rj

m (1− 1
p(s−rj) )‖gj‖Lp(∂Ω)

= |λ|
s−rj

m (1− 1
p(s−rj) )‖γ0Bj(Au− f)‖Lp(∂Ω)

≤ C
(
‖Bj(Au− f)‖

K
s−rj
p (Ω)

+ |λ|
s−rj

m ‖Bj(Au− f)‖K0
p(Ω)

)
≤ C

(
‖Au− f‖Ks

p(Ω) + |λ|
s−rj

m ‖Au− f‖Krj
p (Ω)

)
≤ C

(
‖u‖Ks+m

p (Ω) + |λ|
s−rj

m ‖u‖
K

m+rj
p (Ω)

+ ‖f‖Ks
p(Ω) + |λ|

s−rj
m ‖f‖Krj

p (Ω)

)
≤ C

(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω) + ‖f‖Ks

p(Ω) + |λ|
s−rj

m ‖f‖Krj
p (Ω)

)
,

the last step by interpolation. Then we can bring the assumed inequality into play:

|λ| · |λ|
s−rj

m (1− 1
p(s−rj) )‖gj‖Lp(∂Ω)

≤ C
(
‖f‖Ks

p(Ω) + |λ|
s−rj

m ‖f‖Krj
p (Ω)

)
+ C

mN/2∑
l=1

(
‖gl‖Ks+m−rl−1/p

p,Γ
+ |λ|1+ 1

m min(s−rl−1/p,0)‖gl‖Kmax(s−rl−1/p,0)
p,Γ

)
.
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If gj 6≡ 0 then the exponent of |λ| on the left-hand side is greater than each exponent
of |λ| on the right-hand side, giving a contradiction for large |λ| if gj 6≡ 0. �

Theorem 3.3. Let (3.2) be parameter-elliptic in L. Fix p ∈ (1,∞), s ∈ [0,∞),
and γ ∈ (−∞, 1]. Choose a function f ∈ Ks

p(Ω). Assume that there are positive
constants λ0 and C0 such that all solutions u to (3.2) with λ ∈ L, |λ| ≥ λ0 enjoy
the following estimate:

|λ|γ‖u‖Ks
p(Ω) ≤ C0‖f‖Ks

p(Ω).

Then γ0Bjf ≡ 0 for all j with

γ >
m + rj + 1/p− s

m
. (3.5)

Remark 3.4. In case of the Dirichlet Laplacian ∆D, considered in the space
W 1

p (Ω), the condition (3.5) turns into

γ >
p + 1
2p

,

which matches the result by Nesensohn [16], where the resolvent estimate from
below,

‖(∆D − λ)−1‖L (W 1
p (Rn

+)) ≥
C

|λ|(p+1)/(2p)
, C > 0,

was proved.

Now we come to the proof of Theorem 3.3.

Proof. Choose such a j. By γ ≤ 1 and the condition (3.5), we obtain s − rj >

1/p, and therefore γ0Bjf = γ0BjAu ∈ Ks−rj−1/p
p,Γ exists. By parameter-ellipticity

in L, there is a number λ∗ ∈ L with |λ∗| ≥ λ0 + 1 such that A − λ∗ : D(A) ∩
W σ+m

p (Ω) → W σ
p (Ω) is a continuous isomorphism, for all σ ∈ N0. By interpolation,

A − λ∗ : D(A) ∩ Ks+m
p (Ω) → Ks

p(Ω) then is a continuous isomorphism, too. Then
we have

u = (A− λ∗)−1(f + (λ− λ∗)u),
hence ‖u‖Ks+m

p (Ω) ≤ C(‖f‖Ks
p(Ω) + |λ|‖u‖Ks

p(Ω)) ≤ C|λ|1−γ‖f‖Ks
p(Ω), by |λ| ≥ 1.

Now we obtain

|λ|
s−rj

m (1− 1
p(s−rj) )‖γ0Bjf‖Lp(∂Ω) = |λ|

s−rj
m (1− 1

p(s−rj) )‖γ0BjAu‖Lp(∂Ω)

≤ C
(
‖BjAu‖

K
s−rj
p (Ω)

+ |λ|
s−rj

m ‖BjAu‖K0
p(Ω)

)
≤ C

(
‖u‖Ks+m

p (Ω) + |λ|‖u‖Ks
p(Ω)

)
≤ C|λ|1−γ‖f‖Ks

p(Ω).

Per (3.5), the left-hand side has a higher power of |λ| than the right-hand side.
Send λ →∞ in L. �

Corollary 3.5. Let (3.2) be parameter-elliptic in L. Fix p ∈ (1,∞) and s ∈ [0,m].
Then the following two statements are equivalent for f ∈ Ks

p(Ω).
(1) there are positive constants λ0 and C0 such that all solutions u to (3.2) with

λ ∈ L, |λ| ≥ λ0 enjoy the following estimate:

‖u‖Ks+m
p (Ω) + |λ|‖u‖Ks

p(Ω) ≤ C0‖f‖Ks
p(Ω),
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(2) γ0Bjf ≡ 0 for all j with s− rj > 1/p.

Proof. The second statement follows directly from the first, by Theorem 3.3.
Conversely, suppose statement no.2. Define X = Lp(Ω) and A : D(A) → X by

D(A) := {u ∈ Wm
p (Ω): γ0Bju = 0, j = 1, . . . ,mN/2}, Au := Au,

and set

Ys :=

{
[Lp(Ω), D(A)]s/m, K•p(Ω) = H•

p (Ω),(
Lp(Ω), D(A)

)
s/m,q

, K•p(Ω) = B•
p,q(Ω)

= {u ∈ Ks
p(Ω): γ0Bju ≡ 0, ∀j with s− rj > 1/p}.

Then D(A) ↪→ Ys ↪→ X with dense embeddings. From Geymonat-Grisvard [11] we
quote the estimate

‖u‖W m
p (Ω) + |λ|‖u‖Lp(Ω) ≤ C‖f‖Lp(Ω), f ∈ X,

for u = (A − λ)−1f and λ ∈ L, |λ| ≥ λ0. And for f ∈ D(A), we have u =
(A− λ)−1f ∈ D(A2), hence

‖u‖W 2m
p (Ω) + |λ|‖u‖W m

p (Ω) ≤ C‖f‖W m
p (Ω), f ∈ D(A).

Interpolating between these two estimates then implies

‖u‖Ks+m
p (Ω) + |λ|‖u‖Ks

p(Ω) ≤ C‖f‖Ks
p(Ω), f ∈ Ys,

for s ∈ [0,m]. �

Theorem 3.6. Let (3.2) be parameter-elliptic in the sector L, and fix p ∈ (1,∞)
and smax ∈ [0,∞). Then the following two statements are equivalent, for f ∈
Ksmax

p (Ω).
(1) there are positive constants λ0 and C0 such that all solutions u to (3.2) with

λ ∈ L, |λ| ≥ λ0 satisfy the collection of estimates

‖u‖Ks+m
p (Ω) + |λ|‖u‖Ks

p(Ω) ≤ C0‖f‖Ks
p(Ω),

for all s ∈ [0, smax].
(2) for each pair (j, k) ∈ {1, 2, . . . ,m}×N0 with smax−rj > mk+1/p, we have

γ0BjA
kf ≡ 0.

Proof. A proof for the case smax ∈ [0,m] was given in Corollary 3.5, whose notations
we adopt here. And the proof of the first statement from the second is very similar
to the proof of Corollary 3.5, so we skip it. Therefore we may assume smax ≥ m.
We suppose now the statement no.1, and proceed by induction on smax of step size
m.

Choosing s = m, we find γ0Bjf ≡ 0 for all j, hence f ∈ D(A), and then also
Au ∈ D(A). Choose λ∗ as in the proof of Theorem 3.3, and put ũ := (A − λ∗)u,
f̃ := (A− λ∗)f , and note that

(A− λ)ũ = f̃ , in Ω,

γ0Bj ũ = 0, on ∂Ω,

with f̃ ∈ Ksmax−m
p (Ω). For 0 ≤ s ≤ smax −m and λ ∈ L, |λ| ≥ λ0, we then have

‖ũ‖Ks+m
p (Ω) + |λ|‖ũ‖Ks

p(Ω) ≤ C
(
‖u‖Km+(s+m)

p (Ω)
+ |λ|‖u‖Ks+m

p (Ω)

)
≤ C‖f‖Ks+m

p (Ω) = C‖(A− λ)−1f̃‖Ks+m
p (Ω)
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≤ C̃0‖f̃‖Ks
p(Ω).

By induction, we know that γ0BjA
kf̃ ≡ 0 for all pairs (j, k) ∈ {1, . . . ,m}×N0 with

(smax −m) − rj > mk + 1/p. The definition of f̃ then brings us to γ0BjA
kf ≡ 0

for all (j, k) with smax − rj > mk + 1/p. �

Theorem 3.7. Let (3.2) be parameter-elliptic in a sector L that is greater than
the right half-plane. For s ≥ 0 and 1 < p < ∞, let Y be a closed linear subspace
of Ks

p(Ω), equipped with the norm of Ks
p(Ω). Define an operator A in the ground

space Y by Au := Au for

u ∈ D(A) := {v ∈ Y : Av ∈ Y, γ0Bjv ≡ 0 ∀ j}.
Then the following are equivalent:

(1) The operator A generates an analytic semigroup on Y ,
(2) The embedding D(A) ↪→ Y is dense, (A − λ)−1 ∈ L (Y ) for all λ ∈ L of

large modulus, and γ0BjA
kf ≡ 0 for all f ∈ Y and all pairs (j, k) with

s− rj > mk + 1/p.

Proof. The domain of a generator of a C0 semigroup is always dense in the ground
space. Under the assumptions on L, Y and D(A), the analyticity of the semigroup
is equivalent to the resolvent estimate

‖(A− λ)−1‖L (Y ) ≤
C

|λ|
for all λ ∈ L of large modulus. Now apply Theorem 3.6. �

3.2. Systems of mixed order. In this section, A shall be a matrix differential
operator of mixed order:

A = (ajk(x,Dx))j,k=1,...,N , ord ajk ≤ sj + mk,

for integers sj and mk. The orders on the diagonal of A shall be equal,

s1 + m1 = · · · = sN + mN =: m,

and without loss of generality, we can set minj mj = 0.
The principal part a0

jk of ajk is that part with degree exactly equal to sj +mk (if
such a part exists, otherwise a0

jk := 0). Then we put A0 := (a0
jk)j,k=1,...,N , and the

operator A is called parameter-elliptic in the sector L ⊂ C if det(A0(x, ξ)− λ) 6= 0
for all (x, ξ, λ) ∈ Ω × Rd × L with |ξ| + |λ| > 0. Then (see [2]) mN ∈ 2N, and we
can consider a matrix of boundary differential operators,

B = (bj,k(x,Dx))j,k, 1 ≤ j ≤ mN/2, 1 ≤ k ≤ N, ord bjk ≤ rj + mk,

with integers rj ≤ m − 1. We define the principal part B0 of B in the same way
as A0 was defined. We say that the Shapiro–Lopatinskii condition is satisfied if at
each x∗ ∈ ∂Ω, after introducing a new frame of Cartesian coordinates with center
at x∗ and the xd–axis pointing along the inner normal vector at x∗, the system of
ordinary differential equations

(A0(x∗, ξ′, Dxd
)− λ)v(xd) = 0, 0 ≤ xd < ∞,

B0(x∗, ξ′, Dxd
)v(xd) = 0, xd = 0,

lim
xd→∞

v(xd) = 0

possesses only the trivial solution, for all (ξ′, λ) ∈ Rn−1 × L with |ξ′|+ |λ| > 0.
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Then the system (A,B) is called a parameter-elliptic boundary value problem
in the sector L ⊂ C if A is parameter-elliptic in L, and the Shapiro-Lopatinskii
condition holds.

Write B = (B1, . . . , BmN/2)> as a column of rows, and consider the boundary
value problem

(A− λ)u = f, in Ω,

γ0Bju = 0, on ∂Ω, j = 1, . . . ,mN/2.
(3.6)

In Faierman [9], it has been shown that a number λ0 exists such that, for all λ
from L with |λ| ≥ λ0, and for all f ∈ Wm1

p (Ω)× · · · ×WmN
p (Ω), a unique solution

u ∈ Wm+m1
p (Ω)× · · · ×Wm+mN

p (Ω) to (3.6) exists, and the estimate

N∑
k=1

(
‖uk‖W

m+mk
p (Ω)

+ |λ|1+mk/m‖uk‖Lp(Ω)

)
≤ C

N∑
k=1

(
‖fk‖W

mk
p (Ω) + |λ|mk/m‖fk‖Lp(Ω)

)
holds, with C depending only on (A,B).

Having secured the existence of u for large |λ|, we can now ask under which
conditions resolvent estimates for A might exist.

Theorem 3.8. If f is such that for all λ of large modulus the inequality

N∑
j=1

(
‖uj‖W

m+mj
p (Ω)

+ |λ|‖uj‖W
mj
p (Ω)

)
≤ C

N∑
j=1

‖fj‖W
mj
p (Ω)

holds for all solutions u to (3.6), with a constant C independent of λ, then γ0Bjf ≡
0 for all j with rj ≤ −1.

Proof. From fk ∈ Wmk
p (Ω) and ord bjk ≤ rj +mk, we deduce that Bjf ∈ W

−rj
p (Ω),

and this has a trace at the boundary for rj ≤ −1. Pick such an index j.
Now we can estimate as follows:

|λ|
1
m (1− 1

p )‖γ0Bjf‖Lp(∂Ω) = |λ|
1
m (1− 1

p )‖γ0BjAu‖Lp(∂Ω)

≤ C
(
‖BjAu‖W 1

p (Ω) + |λ| 1
m ‖BjAu‖Lp(Ω)

)
≤ C

N∑
k=1

(
‖uk‖W

m+mk+rj+1
p (Ω)

+ |λ| 1
m ‖uk‖W

m+mk+rj
p (Ω)

)
≤ C

N∑
k=1

(
‖uk‖W

m+mk
p (Ω)

+ |λ| 1
m ‖uk‖W

m+mk−1
p (Ω)

)
≤ C

N∑
k=1

(
‖uk‖W

m+mk
p (Ω)

+ |λ|‖uk‖W
mk
p (Ω)

)
≤ C

N∑
k=1

‖fk‖W
mk
p (Ω).

Sending λ to infinity in Ω then implies γ0Bjf ≡ 0. �
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4. Applications

As a first application, we mention the linear thermoelastic plate equations in a
bounded and sufficiently smooth domain Ω ⊂ Rn. The equations have the form

∂2
t v + ∆2v + ∆θ = 0 in (0,∞)× Ω,

∂tθ −∆θ −∆∂tv = 0 in (0,∞)× Ω

subject to the initial conditions v|t=0 = u0, ∂tv|t=0 = u1, θ|t=0 = θ0 and Dirichlet
boundary conditions

γ0v = γ0∂νv = γ0θ = 0.

Here ∂ν denotes the derivative in the direction of the outer normal ν. In the
above system, v = v(t, x) stands for a mechanical variable denoting the vertical
displacement of a plate, while θ = θ(t, x) stands for a thermal variable describing
the temperature relative to a constant reference temperature (see, e.g., [14], [15],
[7], and references therein). Setting in a standard way u := (v, ∂tv, θ)>, we obtain
the following first-order system for u:

∂tu−A(D)u = 0 in (0,∞)× Ω,

B(D)u = 0 on (0,∞)× ∂Ω,

u|t=0 = u0 in Ω,

where

A(D) =

 0 1 0
−∆2 0 −∆

0 ∆ ∆

 , B(D) =

 1 0 0
∂ν 0 0
0 0 1

 .

This is a mixed-order system with ord ajk(D) ≤ sj + mk for s = (0, 2, 2)> and
m = (2, 0, 0)> and ord bjk(D) ≤ rj + mk for r = (−2,−1, 0)>. A natural choice
for the Lp-realization of (A(D), B(D)) seems to be the operator A defined in the
ground space Y := W 2

p (Ω)× (Lp(Ω))2 by

D(A) := {u ∈ W 4
p (Ω)× (W 2

p (Ω))2 : γ0u1 = γ0∂νu1 = γ0u3 = 0}, Au := A(D)u.

Corollary 4.1. The operator A does not generate an analytic semigroup on Y .

Proof. Assume A to generate an analytic semigroup on Y . Then, by Theorem 3.8,
we have γ0Bjf = 0 for all f ∈ Y and all j with rj ≤ −1. As r = (−2,−1, 0)>, this
implies γ0f1 = γ0∂νf1 = 0 for all f = (f1, f2, f3)> ∈ Y which is a contradiction to
the definition of the space Y . �

As we have seen in the last proof, Theorem 3.8 suggests to consider the ground
space Y0 defined by

Y0 := {f ∈ Y : γ0f1 = γ0∂νf1 = 0}.

Therefore, we define the operator A0 by

D(A0) := {u ∈ D(A) : Au ∈ Y0} = {u ∈ D(A) : γ0u2 = γ0∂νu2 = 0},
A0u := A(D)u.

In fact, this space is the “correct” one as can be seen from the following result
which is taken from [7].

Theorem 4.2. The operator A0 generates an analytic semigroup on Y0.
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Our second application comes from semiconductor physics. The viscous model
of quantum hydrodynamics is a system of differential equations of the form

∂tn− div J = ν∆n,

∂tJ − div
(J ⊗ J

n

)
− T∇n + n∇V +

ε2

2
n∇

(∆
√

n√
n

)
= ν∆J − J

τ
,

λ2
D∆V = n− C(x),

(4.1)

for (t, x) ∈ (0, T0) × Ω, with Ω ⊂ Rd, being a domain with smooth boundary,
d = 1, 2, 3. The initial values are prescribed as n|t=0 = n0 and J |t=0 = J0.

The unknown functions are the scalar valued electron density n = n(t, x), the
vector valued density of electrical currents J = J(t, x), and the scalar electric
potential V = V (t, x). The scaled physical constants are the electron temperature
T , the Planck constant ε, the Debye length λD, and constants ν, τ characterizing the
interaction of the electrons with crystal phonons. The known function C = C(x)
is the so–called doping profile which describes the density of positively charged
background ions. An overview of models of this type is given in [4].

If we omit the terms with ε, ν and τ , we obtain the well-known Euler equations
of fluid dynamics, augmented by a Poisson equation. One choice of boundary
conditions on n, J , V are Dirichlet conditions:

γ0n = nΓ, γ0J = 0, γ0V = Vγ .

To come to our standard way of writing a system, we define a vector function
u = (n, J>)>. Now we observe that n∇∆

√
n√

n
= 1

2∇∆n − 1
2 div( (∇n)⊗(∇n)

n ), hence
the construction of the principal part A0 as presented at the beginning of Section 3.2
brings us to the matrix differential operator of size (1 + d)× (1 + d)

A0(D) =
(

ν∆ div
ε2

4 ∇∆ ν∆Id

)
,

with Id being the d × d unit matrix. And the principal part B0 of the boundary
conditions for u is

B0(D) =
(

1 0
0 Id

)
.

We find the order parameters as (s1, s2, . . . , sd+1) = (1, 2, . . . , 2), (m1,m2, . . . ,md+1)
= (1, 0, . . . , 0) and (r1, . . . , rd+1) = (−1, 0, . . . , 0). Similarly to the first application,
it may seem natural to define an Lp-realization A0 of (A0(D), B0(D)) in the ground
space Y := W 1

p (Ω)× (Lp(Ω))d by

D(A0) := {u ∈ W 1
p (Ω)× (Lp(Ω))d : γ0u1 = γ0u2 = · · · = γ0ud+1 = 0},

A0u := A0(D)u.

However, this operator A0 does not generate an analytic semigroup on Y , and the
proof of this fact runs along the same lines as the proof of Corollary 4.1.

On the other hand, Theorem 3.8 recommends to choose another ground space
Y0 via

Y0 := {f ∈ Y : γ0f1 = 0},
and to define an operator A0

0 by

D(A0
0) :=

{
u ∈ D(A0) : A0u ∈ Y0

}
, A0

0u := A0(D)u.

Theorem 4.3. The operator A0
0 does generate an analytic semigroup on Y0.
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A proof can be found in [5], and there it is also shown that system (4.1) possesses
a local in time strong solution.
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