Tutorium 3

14. Dezember 2022

3.1 Proper Orthogonal Decomposition

Exercise 1

1. Show, that the eigenvalues A}, ..., A, of the operator Ry = > a;(y(t;),¥)2y(t;) fulfil
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2. Show that the normed eigenvectors i, ...,%¢ € R™ of the matrix YY T € R™*™ with ¥ € R™*" for the ¢
biggest eigenvalues A1, ..., Ay fulfil
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Compare Section 31.1 and 33.2.

Exercise 2

Consider a trajectory y € C([0,T];R™) and the minimization problem

dt  s.t. <7.~Li,ﬁj>2 = 51’]’, 1 < Z,_] < L. (31)
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1. Rewrite (3.1) in the standard form of
max J(u) s.t. e(u) =0 (3.2)

u€RN
with a cost function J : RY — R and a constraint function e : RY — RP with N = m/ and p = %f(ﬁ +1).
Compare section 33.1..

2. Compute the gradient VJ(u) € RY and the derivative Ve(u) € RV*P.

3. Prove by using the first-order necessary optimality condition of constrained optimization that every solution
@ € RY of (3.2) is an eigenvector of the operator

R:RY RN, Ru= /(y(t),u)w(t) dt
0
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Exercise 3

For i € Ny, consider the data points in R? given by y(*) = (i,1)T. The task of approximating the first n points with
a linear subspace U := (u) can be described by the typical POD problem

min 3 [y = waullf st flull> =1. (3.3)
=0

Show that for n € Ny there is a solution u(™ € R? of (3.3) satisfying u(™ — (1,0)" as n — oo.

Hint: The eigenvector to the larger eigenvalue of a symmetric matrix
a ¢
=(03)

w _ ( 1 b—a++/(a—b)2+4c? )T .
2c

is given by

It holds z + V22 +1 — 0 for z — —o0.

Exercise 4

1. Assume the matrix A € R™*" has full range and assume that A = UXV " is the singular value decomposition
of A. Compute the singular value decomposition of A1,

2. Compute the singular value decomposition of



