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3.1 Proper Orthogonal Decomposition

Exercise 1

1. Show, that the eigenvalues λn
1 , ...,λ

n
m of the operator Rnψ =

nP
j=1

αj⟨y(tj),ψ⟩2y(tj) fulfil

nX

j=1

αj∥y(tj)∥22 =

mX

i=1

λn
i .

2. Show that the normed eigenvectors ψ1, ...,ψℓ ∈ Rm of the matrix Y Y ⊤ ∈ Rm×m with Y ∈ Rm×n for the ℓ
biggest eigenvalues λ1, ...,λℓ fulfil

ℓX

i=1

nX

j=1

⟨y(tj),ψi⟩22 =
ℓX

i=1

λi.

Compare Section 31.1 and 33.2.

Exercise 2

Consider a trajectory y ∈ C([0, T ];Rm) and the minimization problem

min
ũ1,...,ũℓ∈Rm

Z T

0




y(t)−
ℓX

i=1

⟨y(t), ũi⟩2 ũi





2

2
dt s.t. ⟨ũi, ũj⟩2 = δij , 1 ≤ i, j ≤ ℓ. (3.1)

1. Rewrite (3.1) in the standard form of

max
u∈RN

J(u) s.t. e(u) = 0 (3.2)

with a cost function J : RN → R and a constraint function e : RN → Rp with N = mℓ and p = 1
2ℓ(ℓ + 1).

Compare section 33.1..

2. Compute the gradient ∇J(u) ∈ RN and the derivative ∇e(u) ∈ RN×p.

3. Prove by using the first-order necessary optimality condition of constrained optimization that every solution
ū ∈ RN of (3.2) is an eigenvector of the operator

R : RN → RN , Ru =

TZ

0

⟨y(t), u⟩2y(t) dt
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Exercise 3

For i ∈ N0, consider the data points in R2 given by y(i) = (i, 1)⊤. The task of approximating the first n points with
a linear subspace U := ⟨u⟩ can be described by the typical POD problem

min
u∈R2

nX

i=0

∥y(i) − ⟨y(i), u⟩2u∥22 s.t. ∥u∥2 = 1. (3.3)

Show that for n ∈ N0 there is a solution u(n) ∈ R2 of (3.3) satisfying u(n) → (1, 0)⊤ as n → ∞.

Hint: The eigenvector to the larger eigenvalue of a symmetric matrix

A =

�
a c
c b

�

is given by

ψ =
�

1
b−a+

√
(a−b)2+4c2

2c

�⊤
.

It holds x+
√
x2 + 1 → 0 for x → −∞.

Exercise 4

1. Assume the matrix A ∈ Rn×n has full range and assume that A = UΣV ⊤ is the singular value decomposition
of A. Compute the singular value decomposition of A−1.

2. Compute the singular value decomposition of

A =




−2 0
0 1
0 −1


 .


